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Project Overview

Data and Features

Discussion

● Increasing wildre frequency, especially in California,

has driven the need for improved risk assessment.

● Current machine learningmodels rely heavily on

complex data and deep learning, which require

advanced tools and signicant computational

resources.

● We aim to address this by combining simpler

unsupervised and supervised learningmodels

together in a pipeline to achieve similar performance

as deep learningmodels.

● Applying our proposedmethod, we achieve

non-trivial performance compared to the baselines

with 37% accuracy

● Data obtained from FireRisk dataset [1] and

contains RGB satellite images of size 320x320x3.

● Labelled with ground truth ofWildre Risk level:

“Very Low”–“Very High”, “Non-burnable”, “Water”

(7 classes).

● Converted to B&W64x64 image, reduced to 400

most salient features using PCA.

● Use K-Means to cluster similar images - e.g. k=3

includes grass/trees, k=4 includes roads

● The importance of a given feature changes depending whichmodel is

evaluating that data, and is especially apparent inModel #0.

● Expected behavior since eachmodel is trained on a different cluster of

similar images, so each learns to focus on different features

Future Research

Models

SVMwith RBF kernel

● C [Regularization] = 1

● Gamma [Kernel Coefcient] = ‘Scale’

Experiments
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● Wewould like to explore what other machine learningmodels would

benet from the pipeline implemented here.

● Wewould also explore if the same principles of clustering and

dimensionality reduction in our unsupervised step could potentially

improve the performance of deep learning systems as well.

K-Means Algorithm

● K=5 clusters

● Update step

● Total Training Set Images: 70,331

● Total Validation Set Images: 21,541

● All threemodels are trained with 50% of the

dataset (approx. 35K sample images) and

evaluated on an unseen test set of that is

15% of the total dataset (approx. 10K

images)

Training and Test Set Info

Baseline Correlation PCACorrelation

● Many of the features (pixel values) are highly correlated with each other

in the baseline which contributes, in part, to the low performance of the

baseline model. On the other hand, PCA substantially reduces the feature

correlation, enabling better performance of the SVM

Principal Component

Analysis

● d= 4096, n = 400

● ~86%Variance Explained

● Achieves non-trivial improvement over baseline exps - 37% accuracy. Still

struggles to classify all images (potentially due to input data loss in

pipeline), particularly in the “Very High” risk class

Feature Importances Across K SVMs
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